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Summary: Functioning in an algorithmic society, in which we are increasingly aware of the
dependence on the results suggested by search engine algorithms and advertising offers,
personalized systems assessing educational services or algorithmic market operations influencing
political decisions, an important problem is to answer the question of what the role of algorithms
in our lives is — mechanisms that operate somewhere in the background beyond the scope of our
interest and knowledge — which, instead of describing the existing world, create a new reality in
accordance with the vision of the people who create them. The purpose of the article is to analyze
selected issues concerning the technology of algorithms — their real function in the human space,
including the possibility of their use in the education sector. In addition, brief reference is made to
the issue of the sense of algorithmic awareness among learners. The cited survey results, among
others, showed that this technology is for respondents a rather distant phenomenon from their
daily lives, although they declare that they know what it is. In the article — in order to achieve the
assumed research goal — the method of analysis and criticism of the collected literature on the
subject was used and pilot research was carried out using the survey method.

Stowa kluczowe: algorytm, spoteczenstwo algorytmiczne, wtadza algorytméw, kompeten-
cje algorytmiczne, kompetencje cyfrowe, myslenie algorytmiczne.

Streszczenie: Funkcjonujac w spoteczenistwie algorytmicznym, w ktérym coraz bardziej je-
stesmy swiadomi zaleznosci od wynikéw sugerowanych przez algorytmy wyszukiwarek i ofert
reklamowych, spersonalizowanych systemodw oceniajgcych ustugi edukacyjne czy algorytmicz-
nych operacji rynkowych wptywajacych na decyzje polityczne, waznym problemem staje sie
udzielenie odpowiedzi na pytanie na czym polega rola algorytméw w naszym zyciu — mecha-
nizmow, dziafajacych gdzies w tle poza zasiegiem naszego zainteresowania i wiedzy — ktére za-
miast opisywac zastany swiat, kreujg nowa rzeczywistos¢ w zgodzie z wizjg ludzi ich tworzacych.
Celem artykutu jest analiza wybranych zagadnien dotyczacych technologii, jaka sg algorytmy —
ich realnej funkcji w przestrzeni ludzkiej, w tym mozliwosci ich wykorzystania w sektorze eduka-
cji. Ponadto krotko odniesiono sie do kwestii poczucia swiadomosci algorytmicznej wérdd oséb
uczacych sie. Przytoczone wyniki badari m.in. pokazaty, ze ta technologia jest dla respondentéw
raczej zjawiskiem odlegtym od codziennego ich zycia, cho¢ deklaruja, ze wiedza, czym ona jest.
W artykule — na potrzeby realizacji zatozonego celu badawczego — postuzono sie metodg ana-
lizy i krytyki zebranej literatury przedmiotu oraz przeprowadzono badania pilotazowe metoda
sondazu z wykorzystaniem techniki ankiety.
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Wprowadzenie

Jak zauwaza Jan Kreft (2019, 11), zyjemy w wieku algorytmow i kulturze algoryt-
mow, w spoteczenstwie, o ktorym nie wahamy sie méwi¢ ,algorytmiczne”, czyli
zorganizowane wokét podejmowania decyzji spotecznych i ekonomicznych za po-
moca algorytmow, robotow i agentow sztucznej inteligencji (Gillespie 2016). Mamy
zatem do czynienia ze znaczaca rolg, jaka algorytmy — technologia wtadzy, ktora
hierarchizuje, klasyfikuje, kojarzy, filtruje — odgrywaja w réznych obszarach zycia.
Algorytmy bowiem nie tylko ksztattuja to, jakie codziennie informacje do nas do-
cierajg, jakie komentarze i wpisy znajomych widzimy, jakie zdjecia zobaczymy, czy
decyzje zakupowe podejmiemy, ale takze kariery, decyzje polityczne, ktére maja
trwaty wplyw na nasze obecne i przyszte zycie, moga okresli¢ perspektywy zatrud-
nienia, bezpieczenstwo finansowe czy zorganizowac zindywidualizowang sciezke
ksztatcenia dla ucznia — stowem wptywaja na poszczegolne jednostki i cate spo-
teczenstwa, modyfikujac m.in. istniejace w danym spoteczenstwie systemy wiedzy.
Nie ma zatem mowy o izolacji algorytméw od spotecznego srodowiska i dlatego
powinny byc interpretowane w szerszym kontekscie, nie tylko jako technologiczne
abstrakty.

Taki zatem sposdb postrzegania rzeczywistosci (czasow, w ktérych wszyscy jeste-
smy zanurzeni w technologii cyfrowej) — coraz dobitniej dostrzegany i artykutowa-
ny przez wielu uczonych — sprawia, ze istotng kwestia staje sie przyblizenie prob-
lematyki wptywu technologii cyfrowej — wszechobecnych algorytméw — na zycie
cztowieka. Stad celem opracowania jest przyblizenie podstawowej wiedzy z zakresu
algorytméw — ich realnej funkcji w przestrzeni ludzkiej. W opracowaniu wskazano
takze, ze wszechobecne algorytmy, wptywajace na sposoéb zdobywania przez nas
informacji czy podejmowania decyzji, dotarty rowniez do szkot, cho¢ zdecydowanie
w mniejszym zakresie w Polsce niz na $wiecie. Dokonano zatem przegladu mozli-
wosci wykorzystania algorytméw w sektorze edukacji, a takze zwigzanych z nimi
szans i zagrozen oraz wyzwan, z ktérymi przychodzi sie zmierzy¢, kiedy stosuje sie
rozwigzania wykorzystujace algorytmy.

Na koncu krotko odniesiono sie do kwestii poczucia swiadomosci algorytmicznej
wsrdd osob uczacych sie (m.in. Swiadomosci i wiedzy nt. mechanizméw dziatania
algorytmoéw, zdolnosci do krytycznej ich oceny). Badania m.in. pokazaty, ze ta tech-
nologia jest dla respondentow raczej zjawiskiem odlegtym od codziennego ich zy-
cia, cho¢ deklaruja, ze wiedza, czym ona jest, a sposobami na walke z algorytmami
sa m.in. edukacja, kampanie spoteczne, ktére zwiekszatyby swiadomosc¢ tego typu
problemu, a takze regulacje prawne natozone na Big Techy.

Algorytmy i ich janusowe oblicze

W 2002 r. znany matematyk Steven Wolfram w ksigzce A New Kind of Science ogto-
sit, ze na poczgtku byt algorytm. W matematyce to metoda postepowania zawiera-
jaca wszystkie formuty obliczeniowe i okreslajaca ich kolejnos¢ oraz warunki sto-
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sowania. W potocznym rozumieniu algorytm to ustalona procedura postepowania
w okreslonych okolicznosciach (Krzysztofek 2004a), zbior okreslonych krokéw
w celu osiggniecia zaktadanego wyniku, ustalenia pewnej prawdy lub tendencji,
,przepis” na osiagniecie pozadanego efektu koncowego, kazda metoda systema-
tycznego lub automatycznego kalkulowania (Steiner 2012), co$ niezrozumiale zto-
zonego, przepis/procedura wspominana zwykle w kontekscie wielkiego zespotu
komputerow czy danych (Kreft 2019, 30). Warto jednak zauwazy¢, ze termin ,algo-
rytm” zmienia swe znaczenie w czasie i jest roznie interpretowany przez rézne spo-
tecznosci (Gillespie 2014) — inaczej rozumieja go programisci, inaczej reprezentanci
nauk humanistycznych i spotecznych, a jeszcze inaczej tzw. ,szeroka publicznosc¢”.
Nie jest juz zatem jedynie okresleniem programistycznym czy tez matematyczna
abstrakcja, ale forma socjotechnologicznego zwiazku, czescig rodziny autoryta-
tywnych systemow tworzenia wiedzy lub podejmowania decyzji, w ktérych ludzie
dostarczaja dane i sg umieszczani dzieki nim w systematycznych/matematycznych
relacjach, a nastepnie otrzymuja zasoby informacyjne na podstawie analizy danych
wejsciowych i ich ocen (Seaver 2019).

Algorytmy — ktérych znaczenie jest uzaleznione nie tylko od dostepnych zasobow
i jakosci danych, ale tez od wiedzy, osgdow i wyborow uzytkownikow — odgrywaja
kluczowa role w réznych dziedzinach i maja wiele zastosowan, co czyni je istot-
nym elementem wspotczesnego spoteczenstwa (naszego ekosystemu informacyj-
nego oraz form kulturowych pojawiajacych sie w ich cieniu). I jak trafnie zauwaza
K. Krzysztofek (2004a) [...] w sensie wyuczonych zachowan sqg niezbedne do funk-
cjonowania cztowieka, bez nich bowiem ludzie trwoniliby swq energie intelektualng
na analize kazdego, nawet mato istotnego zachowania. Bez takiej algorytmizacji
naszego behawioru pozostalibysmy jeszcze zapewne w jaskiniach. Nie bytoby moz-
liwe wyuczenie sie automatyzmoéw ruchowych, np. umiejetnosci gry na pianinie czy
stukania w klawiature bez patrzenia na nig.

Smiato zatem mozemy powiedzie¢, ze zyjemy w ,epoce algorytmu” (Cukier, Mayer-
Schoénberger 2014), kulturze algorytméw (Szpunar 2019a), systemie ,aglokragji”
(Rybinski, Krélewski 2023), srodowisku/spoteczenstwie algorytmicznym (Kreft
2019), spoteczenstwie z@Igorytmizowanym (Krzysztofek 2004a). Owa algorytmi-
zacja zycia oznacza wykorzystywanie danych i algorytmoéw do zarzadzania i ulep-
szania spoteczenstwa oraz dazenia do wszechwiedzy (poznania i przewidywania
wszystkiego) — zorganizowanie spoteczenstwa wokot podejmowanych spotecznych
i gospodarczych decyzji przez algorytmy, roboty i agentdéw sztucznej inteligencji.

Jak zauwaza Kreft (2019, 198), algorytmy przez informatykdéw sg prezentowane
jako zdroworozsagdkowe, czysto formalne rozwigzania, a ich decyzje — jako neu-
tralne, efektywne, obiektywne i godne zaufania. Wrecz naduzyciem i naiwnoscia
bytoby demonizowanie algorytmow, ktére stanowi¢ moga realng pomoc dla czto-
wieka. Jednak owa technologia dajgc nam cos, niewatpliwie rownie wiele odbiera.
Algorytmy nie sa bowiem — z perspektywy krytycznej — ani catkowicie neutralne,
ani obiektywne, ani obojetne spotecznie. To inzynierowie, programisci i inni aktorzy
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podejmuja liczne decyzje dotyczace projektowania i opracowywania algorytmow

i ich subiektywne decyzje kodowane sg w algorytmach (Gillespie 2017). Co wiece),

szukajac, zestawiajac, sortujac, analizujac, symulujac, wizualizujac i regulujac ludzi

i ich aktywnosci, algorytmy konstruuja i wdrazaja rezimy wiadzy i wiedzy, ktora

oznacza zdolnos¢ narzucania woli, zmuszania do okreslonego zachowania i kontro-

lowania poczynan cztowieka (uzytkownika), traktowania go jako konsumenta i do-

stawce danych, a takze zdolnos¢ narzucania woli grupom spotecznym i podmiotom

gospodarczym. Wtadza ta przejawia sie w cechach dotyczacych algorytmu i jego

spotecznego odbioru takich jak (Kreft 2019, 205-209):

= spoteczny charakter algorytmu (przeswiadczenie, ze algorytmy sa wolne od
ludzkiej ingerencji i niedoskonatosci),

= nietrasparentnos¢/tajemniczos¢ (problem ,czarnej skrzynki”),

= arbitralnos¢ (utrata przez producentdw tresci medialnych kontroli nad wtasnymi
strategiami),

= oraz odnoszacych sie bezposrednio i posrednio do zachowania uzytkownikdw
w Sieci takich jak:

= ksztattowanie doswiadczenia medialnego (kontrolowanie dostepu do tresci),

= zarzadzanie widocznoscig uzytkownikow,

= imperatyw dzielenia sie tresciami mediowymi i danymi osobowymi,

= ograniczanie prywatnosci (algorytmiczny system nadzoru i kar),

= separacja (banki informacyjne),

- selekcja spoteczna (polityka podejmowania decyzji o tym, kto z kim ma do czy-
nienia i z jakimi tresciami bedzie mégt sie zapoznad),

- formatowanie spotecznosci (organizowanie spotecznosci).

Dodac tez nalezy, ze — jak podkresla Krzysztofek (2004b) — skutkiem algorytmizacji
bedzie spoteczeristwo wiedzy praktycznej, ale nie spoteczeristwo mqdre, spoteczeri-
stwo szumu i chaosu informacyjnego, a nie utadzonej wiedzy. Prawdziwy zas digital
divide nadchodzqgcej epoki przejawiac sie bedzie w tym, iz coraz mniejsza liczba ludzi
bedzie programowac algorytmy coraz wiekszych mas. Kazda nowa generacja tech-
nologii wypiera ludzi w coraz wyzsze rewiry intelektualne, ale tych ludzi bedzie coraz
mniej, a przybywac bedzie ,gtupszych od komputera”. Ci pierwsi to bedzie kognitariat
(i zarazem profitariat). Im wiekszy bowiem bedzie potencjat rozwigzan pozwalaja-
cych na gromadzenie i interpretacje danych, tym wieksza bedzie algorytmizacja
cztowieka przez technologie i mniejsza, w sumie, potrzeba wykorzystywania wias-
nej inteligencji przez cztowieka (Gogotek, 2006).

Edukacja oparta na algorytmach

W szybko rozwijajacym sie krajobrazie cyfrowym nauczyciele na catym swiecie
poszukuja innowacyjnych rozwiazan, ktore zaspokoja roznorodne potrzeby ucz-
niéw i poprawig wyniki nauczania, a przede wszystkim przygotuja ich do podjecia
obowigzkow i wyzwan, jakie stawia przed nimi XXI wiek. Potgczenie algorytmow
i sztucznej inteligencji (Al) w systemach edukacyjnych wydaje sie obiecujaca droga,
potencjalnie wyznaczajacag nowa ere w metodologiach nauczania i uczenia sie.
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Trafne w tym kontekscie wydaja sie zatem zadania, jakie stawia sobie wspdtczesna
szkota, a w szczegdlnosci jedno z najwazniejszych, jakim jest przygotowanie ucz-
niéw do nowych wymagan wspétczesnego Swiata, w ktérym dominuja umiejet-
nosci ponadprzedmiotowe, a ktore mozna zdoby¢ dzieki nauce programowania,
myslenia algorytmicznego oraz kodowania. Stad zapis w nowej podstawie progra-
mowej, ze [...] Szkota ma stwarzac uczniom warunki do nabywania wiedzy i umiejet-
nosci potrzebnych do rozwigzywania probleméw z wykorzystaniem metod i technik
wywodzqcych sie z informatyki, w tym logicznego i algorytmicznego myslenia,
programowania, postugiwania sie aplikaciami komputerowymi, wyszukiwania { wy-
korzystywania informacji z réznych zrédet, postugiwania sie komputerem i podsta-
wowymi urzgdzeniami cyfrowymi oraz stosowania tych umiejetnosci na zajeciach
z réznych przedmiotow m.in. do pracy nad tekstem, wykonywania obliczer, prze-
twarzania informacji i jej prezentacji w réznych postaciach (Dz.U. 2017 poz. 356).
I co najwazniejsze, nie chodzi o to, by z polskich szkét wyszli sami programisci,
lecz ludzie, ktérzy maja wyksztatcone nawyki myslowe utatwiajace funkcjonowanie
we wspdtczesnym Swiecie. Podejscie bowiem polegajace na dekompozycji proble-
mu (tworzeniu algorytmow) sprzyja szukaniu rozwigzan, umozliwia rozpoznawanie
wzorcow, znalezienie podobienstw i réznic, wyrabia umiejetnos¢ przewidywania
rozwigzan. Uogolnienia, jakie stosujemy tworzac algorytmy, pozwalaja na poznanie
i przyswojenie ogolnych zasad i twierdzen, za$ myslenie algorytmiczne - sprzyja
dogtebnemu poznaniu problemu®.

Pamietajac, ze wykorzystanie nowych technologii w szkole nie jest celem samym
w sobie, ale powinno wspierac proces uczenia sie i nauczania, mozna wyréznic kilka
sfer wykorzystania algorytmow i sztucznej inteligencji na potrzeby nauczania, ucze-
nia sig, oceniania i prowadzenia administracji szkolnej (Komisja Europejska 2022):
= ukierunkowane na ucznia (nauczanie i wspieranie ucznia);

= ukierunkowane na nauczyciela (wspieranie nauczyciela);

= ukierunkowane na system (wspieranie systemu —jego diagnostyki i planowania).

Mozemy zatem — poprzez algorytmy i sztuczng inteligencje — mie¢ m.in. do czynie-
nia ze spersonalizowang edukacja dostosowang do indywidualnych potrzeb kaz-
dego ucznia, zwiekszaniem zaangazowania uczniéw, jak rowniez przejsciem od pa-
sywnego do aktywnego Srodowiska uczenia sie, co sprzyja gtebszemu zrozumieniu,
lepszemu zatrzymywaniu wiedzy i autentycznemu entuzjazmowi do nauki. Bardziej
szczegotowy wglad w sposdb, w jaki systemy sztucznej inteligencji — wykorzystu-
jace algorytmy i modele danych do symulowania myslenia — sg wykorzystywane
przez nauczycieli i osoby uczace sie do wspierania procesu nauczania, uczenia sie
i oceniania, przedstawiono w tabeli 1.

' Warto dodag, Zze wykorzystanie algorytmow w nauczaniu wpisuje sie w konstrukcjonistyczng strategie
edukacyjna, ktoéra ktadzie nacisk na trzy aspekty rozwoju poznawczego: mentalny (procesy konstruo-
wania wiedzy w gtowie ucznia), spoteczny (uczenie sie przez wspdtprace i dyskusje z innymi ludzmi)
oraz materialny (konstruowanie materialnych reprezentacji abstrakcyjnych idei) (Walat 2017).
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Tabela 1. Przyktady uzycia algorytmow Al przez nauczycieli i osoby uczace sie

Nauczanie ucznia

Inteligentny system
wspierajacy ksztatcenie

Uczen wykonuje krok po kroku kolejne zadania i otrzymuje
indywidualne instrukcje lub informacje zwrotne bez koniecznosci
interwencji ze strony nauczyciela.

Systemy wspierajgce
ksztatcenie oparte na
dialogu

Uczen wykonuje krok po kroku kolejne zadania poprzez
rozmowe w jezyku naturalnym (mozliwo$¢ automatycznego
dostosowywania sie do poziomu zaangazowania ucznia).

Aplikacje do nauki jezykow

Uczen otrzymuje dostep do kurséw jezykowych, stownikdw

i dostarczanych w czasie rzeczywistym automatycznych informacji
zwrotnych na temat wymowy, rozumienia i biegtosci (aplikacje
wspomagaja ksztatcenie formalne i pozaformalne).

Wspieranie ucznia

Eksploracyjne srodowiska
edukacyjne

Uczen ma do dyspozycji wielorakie reprezentacje, ktére pomagaja
mu okresli¢ wasne drogi do osiagniecia celéw uczenia sie.

Ocenianie ksztattujace prac
pisemnych

Uczen regularnie otrzymuje automatyczng informacje zwrotna na
temat swoich prac pisemnych/zadan.

Uczenie sie oparte na
wspotpracy wspierane
sztuczng inteligencja

Uczen otrzymuje informacje/sugestie dotyczace sposobu
wspotpracy w grupie poprzez monitorowany poziom interakgji
miedzy cztonkami grupy (podziat na grupy o tym samym
poziomie zdolnosci dokonuije sie na skutek zebranych danych
na temat stylu pracy i dotychczasowych wynikéw kazdej z oséb
uczacych sie).

Wspieranie nauczyciela

Ocenianie podsumowujace
prac pisemnych,
przyznawanie punktéw za
wypracowania

Automatyczne sprawdzanie i ocenianie prac pisemnych osob
uczacych sie (do ocenienia i przekazania informacji zwrotnej
wykorzystywane sa takie cechy ucznia jak uzycie stow, gramatyka
i struktura zdania).

Monitorowanie forum
uczniow

Stowa kluczowe w postach na forum uczniéw uruchamiaja
automatyczna informacje zwrotng (analiza dyskusji zapewnia
wglad w aktywnos¢ ucznidéw na forum i moze wskazac uczniow,
ktérzy potrzebuja pomocy lub nie uczestnicza w dyskusji zgodnie
z oczekiwaniami).

Asystent nauczania

Wirtualni agenci lub chatboty udzielajg odpowiedzi — kt6rych
zakres i mozliwosci moga sie z czasem poszerzac — na najczesciej
zadawane przez ucznidéw pytania wraz z prostymi instrukcjami

i wskazéwkami.

Rekomendacja zasobdéw
pedagogicznych

Silniki rekomendacji (mechanizmy przetwarzajace i filtrujace
informacje za pomoca odpowiednich algorytmoéw) sa
wykorzystywane do rekomendowania konkretnych dziatan lub
zasobow edukacyjnych na podstawie preferencji, postepéw

i potrzeb kazdego ucznia.
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Nauczanie ucznia

Wspieranie systemu

Gromadzenie danych o uczniach, ich analiza i wykorzystanie

Eksploracja danych do planowania najlepszego przydziatu dostepnych zasobdw
edukacyjnych w celu do zadan, takich jak tworzenie grup klasowych, przypisywanie
przydzielenia zasobéw nauczycieli, uktadanie rozktadu zaje¢ i wskazywanie ucznidw,

ktérzy moga wymagac dodatkowego wsparcia w uczeniu sie.

Badane i wykorzystywane umiejetnosci poznawczych (tj.
stownictwo, stuchanie, rozumowanie przestrzenne, rozwigzywanie
problemoéw i pamie¢) do diagnozowania trudnosci w uczeniu

sie (w tym podstawowych problemow, ktére sa trudne do
wychwycenia przez nauczyciela, ale moga by¢ wczesnie wykryte
przy uzyciu algorytméw sztucznej inteligencji) dzieki stosowaniu
analizy procesdw uczenia sie.

Diagnozowanie trudnosci
W uczeniu sie

Wypracowanie odpowiednich rekomendacji (konkretnych
podpowiedzi lub mozliwosci wyboru) dotyczacych Sciezki
przysztej edukacji ucznia/studenta na podstawie danych (t;.
kompetencji ucznia, zainteresowan, wczesniejszej sciezki edukacji)
w potaczeniu z aktualnym katalogiem kurséw lub informacjami

o mozliwosciach studiowania.

Ustugi poradnictwa

Irodto: opracowanie wiasne na podstawie: Komisja Europejska, Dyrekeja Generalna ds. Edukacji, Mtodziezy, Sportu i Kultury,
(2022). Wytyczne etyczne dla nauczycieli dotyczace wykorzystania sztucznej inteligencji i danych w nauczaniu i uczeniu sie. UE:
Urzad Publikacji Unii Europejskiej.

Sektor edukacji niewatpliwie na potrzeby jego unowoczes$nienia i usprawnienia

- jak podkresla J. Fazlagi¢ (2022, 25) - moze okazac sie beneficjentem algoryt-

mow sztucznej inteligengji, lecz jesdli zostang bezrefleksyjnie wykorzystane, moga

okaza¢ sie nieprzydatne lub nawet szkodliwe. To, co jest bowiem ,optymalizacjg”

i .zwiekszeniem efektywnosci” w biznesie, niekoniecznie musi oznacza¢ to samo

w przypadku procesu nauczania. Mozna zatem przyja¢, ze wykorzystanie algoryt-

mow (w tym algorytmow sztucznej inteligencji) w edukacji jest obarczone prawdo-

podobnie wieksza grupa ryzyk niz w innych obszarach, ktore to mozna podzieli¢ ze

wzgledu na (Fazlagi¢ 2022, 28):

- ryzyka zwigzane z wykorzystaniem btednej/niewtasciwej teorii;

- ryzyka zwigzane z negatywnymi skutkami ubocznymi badz tez niezamierzonymi
skutkami procesu nauczania sterowanego przez sztuczng inteligencje;

- ryzyka zwigzane z niewtasciwym wnioskowaniem przez algorytm i aplikowa-
niem niewfasciwych zadan dla ucznia.

Dodac nalezy, ze praktyczne wprowadzanie myslenia algorytmicznego czesto bu-
dzi wiele obaw i watpliwosci, gtdownie dlatego, ze nauczyciele przedmiotéw niein-
formatycznych nie zawsze potrafig zobaczy¢ w aktualnie przerabianym materiale
taka mozliwos¢. Trzeba czesto samemu przebrnaé przez wiele probleméw, aby na-
uczyc sie rozpoznawac obszary wtasnego przedmiotu, w ktérych mozna stosowac
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algorytmike i programowanie. Zgodzi¢ sie zatem wypada, ze ze wzgledu na wzrost
wykorzystania algorytmow i sztucznej inteligencji nauczyciele i uczniowie powinni
mie¢ na ich temat podstawowa wiedze, aby moc w sposéb pozytywny, krytycz-
ny i etyczny z nich korzystac. Istotne jest m.in. podkreslenie znaczenia wzgledow
etycznych w stosowaniu algorytmow i sztucznej inteligencji w edukacji, znalezienie
wiasciwej rownowagi miedzy wykorzystaniem korzysci ptynacych z tych technologii
a ochrong prywatnosci dzieci, a takze zachowanie czujnosci, przestrzegajac prawa
do prywatnosci i dobrostanu emocjonalnego naszej mtodej populagji.

W tym kontekscie wazny gtos zabrata Komisja Europejska, ktora opublikowa-
ta wytyczne etyczne dla nauczycieli dotyczace sposobu wykorzystania sztucznej
inteligencji (bazujacej na algorytmach do przetwarzania i analizowania informa-
¢ji) w szkotach, wspierania nauczycieli i ucznibw w nauczaniu i uczeniu sie oraz
wspierania zadan administracyjnych w srodowisku edukacyjnym (Digital Education
Action Plan 2021-2027)2. Wsréd potencjalnych wskaznikéw nowych kompetengji
cyfrowych — ktore zostaty uwzglednione w kontekscie europejskich ram kompe-
tencji cyfrowych dla nauczycieli (DigCompEdu®) — mozna wymieni¢ w kontekscie
(Komisja Europejska 2022):

1) zaangazowania zawodowego (wykorzystania technologii cyfrowych do komu-

nikacji, wspotpracy i rozwoju zawodowego), np.:

a) umiejetnosc krytycznego opisu pozytywnych i negatywnych skutkdéw wy-
korzystania algorytmdw sztucznej inteligencji i danych w edukacji,

b) rozumienie podstaw sztucznej inteligencji i analizy proceséw uczenia sie;

2) zasobow cyfrowych (efektywnego i odpowiedzialnego korzystania, tworzenia,
ocena i udostepniania zasobow cyfrowych), np.:

a) odpowiednie zarzadzanie danymi,

b) odpowiednie zarzadzanie algorytmami sztucznej inteligencji;

3) nauczania i uczenia sie (wykorzystywania roznych metod i narzedzi cyfrowych

W nauczaniu i uczeniu sig), np.:

a) znajomos¢ kluczowych zatozen pedagogicznych lezgcych u podstaw dane-
go systemu cyfrowego uczenia sie,

b) umiejetnos¢ oceny wptywu zaawansowanych algorytmow sztucznej inteli-
gencji na autonomie i rozwéj zawodowy nauczycieli, innowacje w ksztatce-
niu oraz spotecznos¢ uczniowska;

4) oceniania (stosowania réznych metod i narzedzi cyfrowych w ocenie i informa-
¢ji zwrotnej), np.:

a) S$wiadomos¢ réznych sposobdw reagowania przez uczniow na zautomaty-
zowane informacje zwrotne,

2 Petna lista zaproponowanych przez KE wytycznych w dziedzinie edukacji cyfrowej (2021-2027) do-
stepna jest na stronie: https://learning-cornerlearning.europa.eu/learning-materials/use-artificial
-intelligence-ai-and-data-teaching-and-learning_pl.

3 DigCompEdu zapewnia nauczycielom systematyczne podejscie do rozwijania ich kompetencji cyfro-
wych i rozwijania umiejetnosci cyfrowych ucznidw i studentéw. Wiecej na temat ramy DigCompEdu:
https://joint-research-centre.ec.europa.eu/digcompedu_en.
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b) $wiadomosc¢ braku oceniania przez wiekszos¢ algorytmow sztucznej inteli-
gengji wspdtpracy, kompetencji spotecznych oraz kreatywnosci,

c) Swiadomo$¢ mozliwosci manipulowania oceng oparta na algorytmach
sztucznej inteligencji;

5) wspierania 0s6b uczacych sie (wykorzystania technologii cyfrowych w celu
wzmochnienia pozycji uczniéw i uczynienia Srodowiska uczenia sie bardziej do-
stepnym, spersonalizowanym, wtgczajacym i skoncentrowanym na uczniu), np.:
a) umiejetnos¢ wyjasnienia uczniom korzysci, jakie dany system moze im

przynies¢, niezaleznie od réznic poznawczych, kulturowych, ekonomicz-
nych czy fizycznych miedzy nimi,

b) znajomos¢ sposoboéw dostosowywania zachowania zindywidualizowanych
systemow ksztatcenia (tresci, sciezki uczeniasie, podejscia pedagogicznego),

¢) Swiadomos¢ traktowania réznych grup ucznidéw przez systemy cyfrowego
uczenia sie w rézny sposob;

6) wspierania cyfrowych kompetencji uczacych sie (wspieranie i utatwianie ucz-
niom rozwijania ich kompetencji cyfrowych), np.:

a) umiejetnos¢ wykorzystania projektow dotyczacych algorytméw sztucz-
nej inteligencji i jej wdrazania w celu pomocy uczniom w nauce o etyce
wykorzystania algorytmoéw sztucznej inteligencji i danych w ksztatceniu
i szkoleniu.

Rownie istotne — w kontekscie wykorzystania w edukacji algorytmow m.in. sztucz-
nej inteligencji — jest zachowanie elementu ludzkiego w edukacji. Chociaz tech-
nologia odgrywa zasadniczg role w tworzeniu spersonalizowanych doswiadczen
edukacyjnych, nie mozna zapominac o niezastgpionym wktadzie nauczycieli w mo-
tywowanie uczniow, przekazywanie informacji zwrotnych i pielegnowanie uczenia
sie spoteczno-emocjonalnego. Nauczyciele odgrywaja kluczowa role w kultywowa-
niu znaczacych wiezi, rozwijaniu inteligencji emocjonalnej i prowadzeniu uczniéw
w ich edukacyjnej podrozy.

W tym kontekscie - jak podkreslaja t. Iwasinski i W. Furman (2023, 31) — zrozumiaty
wydaje sie takze postulat edukacji algorytmicznej i ksztattowania kompetengji al-
gorytmicznych — obejmujacych wiedze na temat funkcjonowania algorytmow, ich
roli i konsekwengji ich dziatania, a takze uprawnien, jakie przystuguja osobom i gru-
pom bedacym przedmiotem realizowanych czy wspomaganych przez algorytmy
operacji. Taka edukacja, zorientowana teoretycznie i praktycznie, powinna przyczy-
niac sie do efektywnego i swiadomego korzystania z bazujacych na tej technologii
narzedzi oraz dawa¢ podstawy do ich krytycznej oceny.

Wtadza algorytmdw w $wiadomosci 0s6b uczacych sig — analiza badaii wiasnych

Dla osiggniecia zatozonych w opracowaniu celéw badawczych (m.in. zgromadzenia
materiatu badawczego, ktérym byty odpowiedzi respondentéw na zebrane w kwe-
stionariuszu ankiety pytania o charakterze zamknigtym) dokonano analizy i krytyki
zebranej literatury przedmiotu oraz przeprowadzono badania pilotazowe metoda
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sondazu z wykorzystaniem techniki ankiety. Zadawane respondentom pytania za
posrednictwem kwestionariusza ankiety zostaty im dostarczone droga elektronicz-
na (przedmiotem badan przeprowadzonych w pierwszym kwartale 2023 roku byto
120 studentéw — w gtéwnej mierze studiow stacjonarnych pierwszego stopnia — UP
w Krakowie).

Gtéwnym celem badan byto przyblizenie fenomenu spotecznego, jakim w ostatnim
czasie staty sie algorytmy gtownie w perspektywie spotecznych konsekwencji, ktére
przynosza, jak rowniez zwrocenie uwagi na szanse i zagrozenia, jakie zwigzane s3
z wykorzystaniem tego typu technologii przez osoby uczace sie.

Aby zrealizowad powyzszy cel badania postawiono nastepujace pytania badawcze:

1. Czy znane Ci sa pojecia takie jak: algorytm, sztuczna inteligencja, Big Data,
ChatGPT?

2. Czym wg Ciebie s3 algorytmy i czy darzysz je zaufaniem?

3. Jakie najwazniejsze wg Ciebie korzysci i zagrozenia wynikaja z algorytmizacji
zycia spotecznego?

4. Czym wedtug Ciebie jest banka informacyjna, w ktérag zamykaja nas algorytmy
i jak czesto stosujesz dziatania, ktore utrudniajg algorytmom zamkniecie Cie
w bance informacyjnej?

5. Jakie znane Ci sg metody i techniki $ledzenia wykorzystywane w ustugach inter-
netowych, majace na celu kontrole nad naszym cyfrowym ,ja"?

6. Czy chcial(a)bys rozwijac¢ swoje kompetencje w zakresie wszechobecnych algo-
rytmow i czy borykasz sie z jakimis problemami w zwigzku z tym?

7. Jakie Twoim zdaniem konieczne sa rozwigzania w spoteczenstwie ksztattowa-
nym coraz bardziej przez algorytmy?

Z analizy zebranego materiatu badawczego ptyna wnioski, ze osoby uczace sie (re-

spondenci), ktore na co dzien doswiadczajg w réznym zakresie wtadzy algorytméw:

1. Znaja pojecia, tj. ,algorytm” (94%), ,sztuczna inteligencja” (98%), ,ChatGPT"
(78%) i raczej dobrze oceniajg swoja wiedze na ich temat, ktorg czerpig gtoéwnie
z Internetu.

2. Najczesciej definiujg algorytmy jako kodowane procedury do przeksztatcania
danych wejsciowych na pozadane wyniki na podstawie ztozonych obliczeh ma-
tematycznych za pomoca komputera (98%). Rzadziej traktujg algorytmy jako
uczestnikdw zycia spotecznego zdolnych do wptywania na ludzi, systemy oraz
rzeczy, z ktorymi wspotdziatajg (8%). Raczej nie darza tego typu technologii
zaufaniem (41%).

3. Najczesciej wsrod korzysci, jakie wynikajg z algorytmizacji, wskazujg szerszy
kontekst oraz lepszg i szybszg analize danych (50%), tatwiejsze zdobywanie
wiedzy (39%), automatyzacje zadan (37%), za$ wsrod zagrozen — wykorzysty-
wanie ich w sposoéb nieuwzgledniajacy praw cztowieka (80%), monitorowanie
uzytkownikow Internetu (64%), selekcje i blokowanie tresci dostepnych dla da-
nego uzytkownika portalu spotecznosciowego (58,5%).
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Bardzo czesto w celu utrudnienia algorytmom zamykanie ich w bankach informa-
cyjnych swiadomie i oszczednie publikujg informacje o sobie, szanuja prywatnos¢
innych (53%), wytaczaja lokalizacje w telefonie (40%). Sporadycznie czytajg teksty
i klikajg w te, ktore nie sa powigzane z ich zainteresowaniami (47%) oraz zrodta,
z ktorych pogladami polityczno-spotecznymi sie nie zgadzaja (43%), co pogtebia
polaryzacje spoteczenstwa.

Wsrdd znanych metod i technik Sledzenia wykorzystywanych w ustugach interneto-
wych, majacych na celu kontrole nad cyfrowym ,ja", najczesciej wskazuja nagminne
sledzenie naszej lokalizacji przez aplikacje mobilne (70%), najrzadziej zas sensory
urzadzen i inteligentne oprogramowanie dziatajgce w ramach tzw. Internetu Rzeczy
(IoT) czy tez Dark patterns (tzw. ,wredne praktyki”) (10%).

Chca rozwija¢ swoje kompetencje w zakresie wszechobecnych algorytmow (49%),
jednak przeszkoda w tym jest dla nich zbyt mata ilos¢ tresci z tego zakresu w ra-
mach np. zaje¢ z technologii informacyjnych lub informatyki (51%) oraz brak czasu
na dodatkowe zajecia (44%).

Wsrdd koniecznych rozwigzan w spoteczenstwie ksztattowanym coraz bardziej
przez algorytmy wskazujg podnoszenie kompetencji cyfrowych wsrdd obywateli
tak mtodych, jak i nieco starszych (68,5%), kampanie spoteczne, ktore zwiekszatyby
$wiadomos¢ problemu (58,5%). Zycie ,analogowe” czy tez zycie poza ,systemem”
mediéw spotecznosciowych (likwidacja kont w social mediach) to opcja tylko dla
znikomej liczby badanych (10%).

Podsumowanie

Przeprowadzone na potrzeby niniejszego opracowania badania wtasne, jak réwniez
dokonany przeglad potencjalnych korzysci, zastosowan, wyzwan i wzgledow etycz-
nych zwigzanych z algorytmizacjg zycia codziennego wspétczesnego cztowieka,
a w szczegdlnosci wykorzystania algorytméw w edukacji — ktore majg szanse zmie-
ni¢ jej jakos¢ i sposdb pracy nauczycieli, uwalniajac ich m.in. od wielu rutynowych,
administracyjnych obowigzkéw — pozwolity na wysuniecie ponizszych wnioskow:
1. MclLuhanowska tetrada praw mediéw, ktoéra uswiadamia nam, ze wynalazki
techniczne maja dwojaka nature (sg dobrodziejstwem, jak i przeklenstwem),
pozwala nam dostrzec janusowe oblicze algorytmoéw — z jednej strony moga
zaoszczedzi¢ czas i pienigdze, automatyzujac zadania, poprawi¢ doktadnosé
i wydajnos¢, zwroci¢ odpowiednie wyniki wyszukiwania w ciggu kilku milise-
kund czy tez rozktadac i rozwigzywac skomplikowane problemy, ktére przekra-
czaja ludzkie mozliwosci. Z drugiej zas — moga nieumyslnie utrwalaé uprzedze-
nia, prowadzi¢ do masowych naruszen bezpieczenstwa, wymagac poteznych
i kosztownych konfiguracji sprzetowych, doprowadzi¢ do utraty miejsc pracy
czy tez by¢ niewtasciwie wykorzystywane do ztosliwych celow.
2. Integracja algorytmdw i sztucznej inteligencji w edukacji niesie ze sobg ogrom-
ny potencjat w zakresie usprawnienia proceséw edukacyjnych oraz rozwoju
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Wsrdd ryzyk zwigzanych z tworzeniem niewtasciwych algorytméw mozna
wymieni¢ nastepujace kategorie: ryzyka zwigzane z wykorzystaniem btednej/
niewtasciwej teorii, ryzyka zwigzane z negatywnymi skutkami ubocznymi badz
tez niezamierzonymi skutkami procesu nauczania sterowanego przez sztuczna
inteligencje, ryzyka zwigzane z niewtasciwym wnioskowaniem przez algorytm
i aplikowaniem niewtasciwych zadan dla ucznia.

Sposobem na walke z algorytmami jest edukacja zarowno mtodych, jak i star-
szych os6b, majaca na celu rozwijanie kompetencji algorytmicznych, czyli $wia-
domosci i wiedzy na ich temat oraz zdolnosci do ich krytycznej oceny, a takze
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rzenia algorytmdw. Brakuje kampanii spotecznych, ktére zwiekszatyby Swia-
domos¢ tego typu dziatan oraz regulacji prawnych natozonych na Big Techy
(dominujacych amerykanskich gigantdéw z branzy IT: Amazon, Apple, Facebook,
Google i Microsoft).

Niewatpliwie swiadomo$¢ znaczenia algorytmdw rosnie, ale nie jest jeszcze
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